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Introduction

In the last years, the need to increase the vglagit transmission in optical
communication systems, for example from 2.5 Ghit/slO Gbit/s in metro area
networks, has become evident. At this time, the driger for upgrading to faster
systems is the expected forthcoming video on denfs@D) and Internet Protocol
TV (IPTV) glut.

However, if the bit-rate is increased, the actidncbromatic dispersion also
increases, and intersymbol interference (IS1) pceduby it degrades the system’s
performance.

It is then necessary to develop and use technigghé&sh can control the increase
of the ISI produced by the upgrading of the bierathese techniques may be
implemented in the transmitter or in the receivethaut ever touching the
transmission channel, in such way, the fiber alyaadtalled may be used again and
new excavations which have a rather high cost noayp@ necessary.

To beat the various dispersion problems, modulat@ihods like Differential
Phase-Shift Keying (DPSK), Differential Quadratitbase-Shift Keying (DQPSK)
and Duobinary (DB) are being tested and adoptedth&u experimentation with
alternative modulation methods can be expecteteapush toward 40 Gbit/s and 100

Ghbit/s systems progresses.



However, the most promising solution to overconedispersion problem is the
use of some kind of Electronic Dispersion CompearsgEDC) in the receiver. EDC
has garnered much attention and interest recentlgcause of it
potential to correct signal distortion in the etex@l domain after detection with a
photodetector.

One of the most promising technologies of EDC is Maximum Likelihood
Sequence Estimation (MLSE) approach, which has ifgignt performance
advantages over other algorithms such as Feed Fbrivqualization (FFE) and
Decision Feedback Equalization (DFE). The MLSEenstof using a decision circuit
which makes bit-by-bit decisions based on a fixegghold level, operates on bit
sequences. The MLSE selects the most probablebgesgquence conditional to the
received sequence.

This technology is compatible with installed syssemmd works independently of
any other receiver functions, such as FEC. In wWay, the MLSE allows installed
fiber to be immediately upgraded to support highdéfrates without field plant
purchases and deployment costs. Thus, servicede®/can save COsts.

The aim of this thesis is to further investigate gerformance of optical systems
using both alternative modulation formats and a EL&ceiver.

This work is structured in six chapters. In thestfichapter, an introduction to
optical communications is presented; also a shstoiy of such topic and a rough
explanation of the structure of a generic commuinoasystem are discussed. In the
second chapter, the modulation schemes which arey lsudied are explained:
IMDD, DB, DPSK and DQPSK. In the third chaptergar and non-linear effects of
propagation in the fiber are discussed. In thetfoahapter, the functioning of MLSE
is explained and also the algorithm upon whicls ibased, the Viterbi algorithm, is
discussed. Finally, in the fifth and sixth chapitee results of the study which has
been carried out using a purely dispersive fibaed anstandard single mode fiber
respectively are shown and analyzed.



Chapter 1

Introduction to optical communications
systems

In the last years, optical fiber transmission gystehave assumed a predominant

position in the realm of high capacity long distatelecommunications.

The success that optical communications have aetlieéy due largely to the
extraordinary transmission characteristics of therf

e The fiber is the only transmission medium allowiag enormous bandwidth
(potentially 25 THz).

* Also, it allows reaching long distances due tdatg attenuation.

* Itis also immune to electromagnetic disturbandesesit does not use conductors
and the disturbances generated by the fiber itgelfnil. This characteristic and
the fact that fibers have very reduced dimensidimsvathe grouping of a large
number of fibers in a cable.

Today, the optical fiber, thanks to the aforememdm characteristics, is an
irreplaceable transmission medium in many fielddigftal communications.

In this chapter, the historical evolution of opticammunications systems will be
presented and the basic structure of a genericad@ystem will be explained.
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1.1 A brief history of fiber optics technology

The first communication system using light was t@dan the 1790’s by the French
Chappe brothers who invented the “optical telegtaphis was a system comprised
of a series of lights mounted on towers where dpesavould relay a message from
one tower to the next.

On the other hand, the guided propagation of lgggan to be studied in the XIX
century, when in the 1840’s physicists Daniel GCadio and Jacques Babinet showed
that light could be directed along jets of watehnef in 1870 physicist John Tyndall
demonstrated that light followed a zigzag pathdesa curved path of water thereby
proving that a light signal could be bent.

The first applications of guided light propagatibegan at the end of the XIX
century, when in 1888 doctors in Austria used lglass rods to illuminate body
cavities.

It was not until the XXth century that guided lightopagation was used for
communications and significant improvements werelen this technology. Fiber
optic technology experienced a phenomenal rateagrpss in the second half of the
XXth century.

Early success came in the 1950’s with the developrokthe fiberscope, which
was an image transmitting device that used thepnactical all-glass fiber. However
early all-glass fibers experienced excessive optmss as the signal traveled the
fiber, limiting transmission systems.

This motivated scientists to develop glass fibéat included a separate glass
coating. The innermost region of the fiber, thee¢avas used to transmit the light,
while the glass coating, the cladding, by havirgveer refractive index than the core,
prevented the light from leaking out of the core reylecting the light within its

boundaries.
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The development of laser technology was the nexponant step in the
establishment of the industry of fiber optics. Lrasent through several generations,
including the development of the ruby laser and lileéium-neon laser in 1960.
Semiconductor lasers, which are widely used inrfibptics today, were first
developed in 1962.

Because of their higher modulation frequency cdipapihe importance of lasers
as a means of carrying information did not go uimeot by communications
engineers. However, the laser is unsuited for raingmission since it is adversely
affected by environmental conditions such as ramgw and smog. Faced with the
challenge of finding a transmission medium otheanththe air, in 1966 it was
proposed that optical fiber might be a suitablegmaission medium if its attenuation
could be kept under 20 dB/Km. At the time of thregnsal, optical fiber exhibited
losses of 1000 dB/Km or more. Intuitively, resea@rshproposed that the high optical
losses were the result of impurities in the glass @ot the glass itself.

So, glass researchers began to work on the probfepurifying glass, and in
1970 succeeded in developing a glass fiber thabeat attenuation smaller than 20
dB/Km, the threshold for making fiber optics a \&@technology.

The early work on fiber optic light source and déte was slow and often had to
borrow technology developed for other reasons. éxample, the first optical fiber
light sources were derived from visible indicatbEDs. But as demand grew, light
sources that offered higher switching speed, mppeagpriate wavelengths and higher
output power were developed.

Fiber optics developed over the years in a sefigemerations that can be closely
tied to wavelengths.

The earliest fiber optic systems were developednabperating wavelength of
about 850 nm. This wavelength corresponds to thealledfirst window in a silica-

based optical fiber. This window refers to a wamgté region that offers low optical
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loss. It sits between large absorption peaks capsgthrily by moisture in the fiber
and Rayleigh scattering.

The 850 nm region was initially attractive becaube technology of light
emitters at this wavelength had already been pedea visible indicator LEDs and
low cost silicon detectors could also be used. échiology progressed, thHest
window became less attractive because of its relativigly B8 dB/Km loss limit.

Then, most companies jumped to tseeond window at 1310 nm with lower
attenuation of about 0.5 dB/Km.

And in 1977 thehird window at 1550 nm was developed. This window offered
the theoretical minimum optical loss for silica-eddibers, about 0.2 dB/Km [1].

In the 80’s, the multimodal fibers were substitubgdsingle mode fibers and the
first optical amplifiers using fiber doped with ertm, the Erbium Doped Fiber
Amplifier (EDFA), were developed.

In the 90’s the technique oWavelength Division Multiplexing (WDM) is
introduced. Also the definite success of opticahomunications was established with
the development of new types of fibers and of @btintegrated components which
allowed a constant and rapid increase in opticalmanications.

Among the most significant areas of research inldseten years we may quote
the study of new modulation formats, compensatibmlispersion and the Raman
amplification.

The tendency in recent research is to accomplighrtiplementation of most of

the functions of a network in the optical domain.

1.2 A generic optical communications system

The main components which form an optical system: dhe transmitter, the
communication channel which is the optical fibed &ime receiver. The system can be

schematized in a very simple way in Figure 1.1.

6



1- Introduction to optical communications systems

Channel
Transmitter Receiver

Fiber

Figure 1.1. Generic optical transmission system

The preceding scheme does not differ much fromcamymunication system, the
main difference lies in the communication channéicl is the optical fiber and
consequently, the transmitter and the receiver ineistesigned to work with this type

of channel.

1.2.1 The optical transmitter

The function of the optical transmitter is to corivan electrical signal applied to its
entry into an optical signal which may be transediton to the fiber.

There are two different types of transmitter: ohnat tuseslirect modulation and
one that useexternal modulation.
» Transmitter with direct modulation

The transmitter which uses direct modulation isesented in Figure 1.2.

Digital S010M0.. | Electronic it} LED or
SOurce driver laser

F I’f}
op

Figure 1.2. Transmitter using direct modulation

When using direct modulation, the laser is guidetiveen two different current
levels to represent “0” and “1” so the signal cornasof it already modulated in
intensity as is shown in Figure 1.3.

This modulation is easy to implement, but it has disadvantage that a variation

in the current which enters the laser causes ati@miin the frequency and phase
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of the output signal. This causes the modulatechasigo occupy a wide

bandwidth and the effect of chromatic dispersioiméseased.

This type of modulation is used for transmissiondar 2.5 Gbit/s and under 40

or 50 Km, and to transmit just one channel.

P Laser behavior Direct modulation
opt
opf,
—
01 110 0
f ] " time = L
1 — 1
Threshold —
current =

Figure 1.3. Direct modulation

Transmitter with external modulation

-
fime

The transmitter using external modulation is repnésd in Figure 1.4.

Digital
soUrce

oo

if)=¢ | Continous
— wave (CWY)
laser

laser

Electranic
driver

vitl

External
rodulator

P f1)

opt

Figure 1.4. Transmitter using external modulation
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When using external modulation, the laser is uselg as a source of optical
power and is kept at constant current. This caasesy stable output power with
a narrow spectrum.

To apply the modulation, an external modulator Whicodulates the intensity,
phase or polarization of the constant power outptite laser is used.

The external modulation generates a narrower bagdalsthan the direct
modulation, and it yields better results regardihgomatic dispersion, but yet, it
IS more costly.

This type of modulation is used for long distan@nsmissions and in DWDM
systems.

Any type of transmitter is based on the use of jgiical source. Optical sources

are active devices which emit electromagnetic tawiaat the optical frequencies.
These can be classified inght Emitting Diodes (LED) andLight Amplification by
the Simulated Emission of Radiation (LASER)

LED
The LED works thanks to the phenomenonspbntaneous emission. In the
spontaneous emission, as is represented in Figuse dn electron drops
spontaneously from the high energy levelt& the low energy levelEand as a
consequence a photon with energy-Hr is generated contemporarily. The
frequency of the generated photon is determineldlagck’s law:

hF poion = B2 — B (1.1)

Figure 1.5. Spontaneous Emission
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In the LED photons are generated in a random mainnevery direction and in
an ample range of frequencies, but only a fraabbphotons emitted couple on to
the fiber.
As a first approximation the optic output powerpi®portional to the injected
current.

P =kO() (1.2)
The LED has a low output power, a low modulatiologity and its use in optical
systems brings strong limitations caused by disperdue to the fact that the
output signal bandwidth is wide. Consequently, thre used in low cost
applications, tipically with multimode fibers, il@rt distances (1 Km maximum)
and low bit-rates (up to 155 Mbit/s).
LASER
In a semiconductor laser, photons are generated pin junction polarized
directly. Then, these photons are forced to tramsthe inner structure several
times by using some type of partially reflectotedil placed on both its sides.
During transit, the photons are amplified by thie&fof thestimulated emission.
In the stimulated emission, an electron drops ftbe conduction band to the
valence band due to the interaction with an incgnguihoton, and consequently a
photon with the same frequency and phase of th@ming one is generated, that

IS to say, it is coherent with it. This phenomemorepresented in Figure 1.7.

Figure 1.7. Stimulated Emission

10



1- Introduction to optical communications systems

There are different laser technologies, but alth@m allow us to transmit at a
larger distance and with a higher modulation spipedh the LED, and also the
signal they produce has a narrower spectrum so ttiatance to chromatic
dispersion increases. Thus, the laser is used aptaral source is systems which

require better performance.

1.2.2 The optical fiber

The optical fiber is a dielectric waveguide witleydindrical geometry which is made
with highly pure silica. In the fiber's structure/d sections can be recognized: the
inner part which is where the light travels calleate and the outer part called
cladding which has a refractive index lower than the cdreis structure may be

observed in Figure 1.8.

Cladding ™3z

Figure 1.8. Optical fiber

The functioning principle of the fiber is basedahat happens when a ray of light
strikes a boundary between two different materiAks.is observed in Figure 1.9,
when a ray of light strikes the boundary betweea taediums which have different
refractive indexes (mny) this is partly reflected and partly transmittezt@rding to

Snell’'s law:

11
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n, sin(@) = n, sin(B) (1.3)
wherea is the angle of incidence with respect to the radrim the surface arnflis the
angle that the transmitted ray forms with this nakm

The anglef increases when increases up to the limit value pfn/2, at which
there is no transmitted ray. This is the phenomeaidatal reflection, and thecritical

angle is the angle of incidence above which the totlection occurs, this angle is

represented as:
[ n,
a, =arcsin—= (1.4)
n1

Figure 1.9. Incidence of a ray of light at a bouydzetween two mediums

The light transmission in the inner part of theefilis based on the phenomenon of
total reflection, which is produced when the raykss the surface between the core
and the cladding. The conceptfidder acceptance angle is then introduced: all angles
smaller than the acceptance angle are guided {¢hi®o say, they have total

reflection). The fiber acceptance angle is represkas:

= |—=—= @.
where p is the refractive index of the medium externath®e fiber.

12
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The light rays which enter with an incidence anigleger than the acceptance
angle will strike the surface between the core thiedcladding with an angle smaller
than the critical angle and a part will be transaditto the cladding not allowing for

total reflection. This phenomenon is shown in Feglirl 0.

Fiber
& : acceptance angle
M __,.FF"'{—H
g R Care o
Clading

Figure 1.10. Cone of acceptance

There are two basic types of fiber: multimode fibed single mode fiber [2]:

* Multimode fiber
This fiber was the first to be manufactured and memtialized, and its
denomination simply refers to the fact that numerdight rays (modes) are
carried simultaneously through the fiber. Modesiitefsom the fact that light will
only propagate in the fiber core at discrete anglglsin the cone of acceptance.
This fiber type has a much larger core diameterpared to the single mode fiber
and is easiest to couple to other components.
Multimode fiber is best designed for short transiois distances, and is suited for
use in low cost LAN systems.

» Single mode fiber
In the single mode fiber just one mode is carriemh@ the fiber's axis. Single
mode fiber allows for a higher capacity to transmfbrmation because it can
retain the fidelity of each light pulse over longdistances, and it exhibits no
dispersion caused by multiple modes. Single moder fialso enjoys lower
attenuation than multimode fiber.
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1- Introduction to optical communications systems

Single mode fiber is best designed for longer traassion distances, making it

suitable for long distance telephony and multiclentelevision broadcast

systems, and, in general, high capacity data tressson.

Single mode fiber has gone through a continuingugm for several decades

now. As a result, there are three basic classesgle mode fiber used in modern

telecommunications systems:

— Sandard single mode fiber (SMF)
Is the oldest and most widely deployed type. Thiisers were initially
intended for use near 1310 nm, and later the 15B0systems made these
fibers less desirable due to their very high disjoer at this wavelength.

— Dispersion shifted fiber (DSF)
To address the problem of the high dispersion &016m of the SMF,
manufactures developed the DSF, which moved the dspersion point to
the 1550 nm region.

— Non zero dispersion shifted fiber (NZ-DSF)
Years later, scientists would discover that whileFDworked extremely well
with a single 1550 nm wavelength, it exhibits sesionon linearity
impairments when multiple, close-spaced wavelengthbe 1550 nm region
were transmitted in DWDM systems. To address thtsoming, the NZ-
DSF was introduced. Some of the non-linear effaffisct the system mainly
when chromatic dispersion is low. The NZ-DSF présen highly enough
dispersion as to reduce the impact of its non-tireféects, and at the same

time low enough as to limit the linear distortidtloe signal.

1.2.3 The optical receiver

The last block is formed by the optical receivehnisThas the function of converting

the optical received signal in an electrical sigaald, when observing this signal in a

14



1- Introduction to optical communications systems

one bit period it must determine which of the twosgible bits “0” or “1” was
transmitted.

Generally, the receiver is formed by: an optidér, a photodiode and an electric
receiver.

The optical filter has the functions of extractiaglesired wavelength from the
WDM comb and of cuting out the noise introducedabyplifiers and interference of
adjacent channels.

The photodiode has the function of convertingréfeeived optical power into an
electric current which later will enter the electreceiver.

In the electric receiver, the decisions about rbeeived bits are taken. The
process of incoherent demodulation calledect Detection is in principle very
simple: the receiver detects the presence or absdraptical power in the bit slot. In
order to guarantee that the sampling instant beclbgest to the optimal instant,
which corresponds to the instant of larger apertiréhe eye diagram, a circuit is
necessary to recover synchronism. Yet, in the chseherent demodulation, a circuit
which nears phase recovery is necessary.

In the signal reception procedure errors are alsho produced, because the
signal is affected by phenomena which impair thetesy’s performance (for instance
ASE noise, the shot noise, the thermal noise, isi@rtion due to non linear effects
and the ISI). These phenomena must be taken irdouat in the system’s design
phase so that a givéit Error Rate (BER) may be reached.

Among the parameters which describe the systergdopnance we may
recognized: the BER (which is typically 1:30for high speed optic systems), the Q
factor, which is a sort of signal-to-noise ratioydathe sensitivity, which is the

receiver power necessary to obtain a prefixed BER.
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Chapter 2

Optical modulation formats

Modulation is the process by which digital informatis converted into an optical
format which may be sent through the fiber.

There is a great variety of modulation formats anthe optical realm these may
be grouped into two large categories: direct mdeariaof the optical source (which
may only be an amplitude modulation) and externatiuhation (which may be an
amplitude modulation, a phase modulation or a ption modulation).

Most currently deployed optical fiber communicatisystems exploit IMDD to
transmit information, which is a technique simpbeimplement, but places several
limits on information capacity. A further improventan system performance can be
achieved looking to alternative modulation formaEncoding information on the
phase, for example, enables constant intensityclwts preferable in optical fiber
transmission, but requires more complex coheremgvers.

In this chapter four different digital modulatioachniques are presented, these
are: Intensity Modulation Direct Detection (IMDD), Duobinary (DB), Differential
Phase-Shift Keying (DPSK) and Differential Quadrature Phase-Shift Keying
(DQPSK).
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2- Optical modulation formats

2.1 IMDD

Since their introduction, optical communicationsvéébeen based on the easiest
modulation format: IMDD.

In this format, information is coded on the inténsif the optical signal: if a bit
slot contains power, that bit is a “1”, and if @&k not contain power then the bit is a
“0”.

The simplest way to implement such format is totelwion and off the optical
source, which corresponds to the direct modulatiote laser. This was the base for
a first generation of optical systems.

Later, in order to enhance the system’s performasggernal modulation was
introduced. In this type of modulation, the lasekept at a constant current giving
place to a very stable output power which is latevdulated with an external

modulator as is shown in Figure 2.1.

Continous Intensity
Wiava (CVY) Modulated
Bias Optical Optical
Fawer Sianal
current X ¥ | Amplitud gna X
- | modulator o
IL" P-:}p.' P_,v-_'.;f(f)'
Vf?’f”’l Yoltage swinging
Bit Modulatar fram ¥y and Vg,
Generator 1/0 Oriver

Figure 2.1. IMDD transmitter with external modudati

The most used modulator is théNbO; Mach-Zehnder modulator. The basic
structure of this modulator comprises two wavegsiideo Y-junctions and a RF/DC

electrode. The optical signals launched into theutator are equally split into two

17



2- Optical modulation formats

waveguides at the first Y-junction on the substrdféen voltage is not applied to the
RF electrode, the two signals are recombined as#tend Y-junction in phase and
coupled into a single output. In this case the wuggnal is recognized as a “1”".
When voltage is applied to the RF electrode, thiacgve index is changed due to
electro-optic effects and the phase of the sigmaine arm is advanced and the phase
of the signal in the other arm is retarded, andmihe two signal are recombined at
the second Y-function they are lost. In this cdse dutput signal is recognized as a
“0”. The voltage difference which induces the “Oidathe “1” is called driving
voltage, and is an important parameter when deasigtiie modulator.

| Electric Field
N o
| Cutput
— = Signal
Input 3 = "= 4 !
Signal
Y
A o
= Electric Field \l.lNhU?

Figure 2.2. Mach-Zehnder modulator

Intensity modulation may be carried on with two @gpof coding which are
differentiated according to the type of pulse ukgdransmission. The RZAREturn to
Zero) coding uses a pulse that returns to zero withenlit slot, and the NRZNpPn
Return to Zero) coding uses pulses that have the same duratidheabit slot. In

Figure 2.3 a sequence o bits using the two codsgsown.

bits 1 0 1 1 0

Driver V,,
Voltage V

off
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2- Optical modulation formats

voltage ;|| L[]

Figure 2.3. (a) NRZ encoding (b) RZ encoding

NRZ modulation has the advantage of having an @agyementation and of
having a small spectral occupancy (favouring thes@nce of many channels) and is
practically the standard of optical communicatidBst it has the disadvantages of the
high impact that the non-linearities of the fibawh over it.

RZ modulation, on the other hand, has the advara&gee very little effect non-
linearities of the fiber have upon it. But it hdee tdisadvantage of ample spectral
occupancy and more complicated implementation.

For all modulation formats based on Intensity Madioh the receiver set-up is

like the one shown in Figure 2.4.

1/0
T Photo - Threshold
% Detector % Decision
H,(f) H,(f)

Figure 2.4. Typical IM receiver

2.2 Duobinary

Duobinary is a modulation based on line-coding, vinich the sequence is
manipulated in different ways before being sentmthe fiber. With this modulation

scheme, the signal transmitted at a certain tingeeigs on both the bit at that time
and on one or more of the previous bits. Is a seh#dmt has very good spectral

efficiency as it transmits R bits/s using less tR&a Hz of bandwidth.
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2- Optical modulation formats

Nyquist's result says that in order to transmitbRs/s with no intersymbol
interference, the minimum bandwidth required of ttensmitted pulse is R/2 Hz.
This result implies that duobinary pulses will hai®l. However, this ISI is
introduced in a controlled manner so that it cansbbtracted out to recover the

original values.

5 . . Duobinary ‘;
: P M
L . : froveveeee E nCOder * s Modulator
Oy —
- a, by, €{0.1}
Bit . optical ;
sequence 6 €{0.1.2} Link
optical
filter
. | |
n | Threshold| ‘d |Low pass Photo
decision filter Detector

Figure 2.5. Duobinary squeme

The scheme of the Duobinary modulation is showfkigure 2.5. As it may be
seen, the data sequence goes in the first placaghrtheprecoder, where a XOR
logic operation takes place between the currenaiit the previous output bit from
the precoder. The precoder output then entersti@encoder where the addition of
the current bit and the preceding bit takes pl#twes generating a signal which has
three levels “0”, “1” and “2". After the encoder,-4& is added so that the signal is
symmetric in relation to level “0”. As a result,ettsignal shown in Figure 2.6 is
obtained. At this point, the signal is multipliegt ¥, and then it controls a Mach-

Zehnder modulator.
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2- Optical modulation formats

NN
LN

Figure 2.6. Duobinary three level signal

The duobinary receiver is a conventional singletptimde receiver that looks at
power, converting again the three leveled signal antwo level signal, as it is seen in

Figure 2.7.

NN NS
T T T

Figure 2.7. Duobinary two level signal

2.3 Optical phase modulations

For optical communications the use of phase moulas an interesting opportunity.
There are two fundamental ways of using the phdse signal to represent a data
sequence:

* By detecting the phase itself as conveying therméion in which case is
necessary a coherent demodulator, that must hagte@ence signal to compare
the received signal’'s phase against; or

* By detecting thechange in the phase as conveying information. These allec
differential schemes and they do not need a reference carrier.

In the first case, there is an ambiguity of phiigbe constellation is rotated by
some effect in the communications channel. Thiblera can be overcome by using

the data to change the phase rather than set taseplthis is to say, using a

differential modulation format.
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2- Optical modulation formats

There are two kinds of differential phase modolatschemes: thBifferential
Phase Shift-Keying (DPSK) and theDifferential Quadrature Phase-Shift Keying
(DQPSK).

2.3.1 DPSK

In this modulation scheme a binary “1” may be traitted by adding 180° to the
current phase and a binary “0” by adding 0° todheent phase. A modulated signal
is shown in the Figure 2.8. It is assumed thatsilgeal starts witleero phase and

there is a phase shift &t0.

Data

VaNVaVaVaV 72 VaVi

Figure 2.8. Modulated DPSK signal

A DPSK modulation may be generated in two differarays. An intensity
modulator or a phase modulator as shown in Fig@aray be used. Using a phase
modulator, the information is transferred withire thignal’s phase (while amplitude
remains constant), controlling the modulator withteasion in the interval 0
Using, on the other hand, an intensity modulatus is controlled with a tension in
the interval -\, /V,.

In the differential precoder the XOR operation psrformed between the
transmitted bit and the precoder’'s previous outptit The precoder is shown in
Figure 2.10.
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2- Optical modulation formats

Using Phase modulator

Bit 0/1

1 i it | O/ /v,
Differential ﬂ-_
Generator Precoder \

- Phase

Modulator

Using MZ amplitude modulator

gic | O/l

g i i -V_I+V
Differential ﬂ- STV
Generator Procodor Driver

.| MZ Amplitude
Modulator

Figure 2.9. DPSK transmitters

D.
Generator rver Modulator

—

Figure 2.10. DPSK precoder

The DPSK receiver is shown in Figure 2.11. Theeingr consists of an

Asymmetric Mach-Zehnder Interferometer, which delays one bit in one arm so two

bits can be compared at the same time, alpa anced photo detector, which should

be perfectly balanced (have identical responsivityjrder

to avoid problems. In

principle, the DPSK can be detected using only gpim&todiode on either output, but
the two ports form slightly different signals whighoduce different “eyes” and the

balanced photo detector sums the “eyes” reinforeth other.

It is important to point out that the DPSK redudles impact of the fiber non

linearities and avoids coherent reception, buteds a precoder in the transmitter

side and an asymmetric interferometer and an exgehslanced photo detector at

the receiver.
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2- Optical modulation formats

optical il
amplifier RX filter Asymmetric M7 interferometer

=

delay is equal
to 1 bit

/ 3 dB coupler |I
1 bit delay line |

Balanced receiver

Figure 2.11. DPSK receiver

2.3.2 DQPSK

This scheme is a 4-level differential phase modutaitWith a “conventional” binary
modulation scheme, the transmitter has to emit asynpulses per second as the bit
rate, but with a 4-signal scheme that ratio is &&lvThis halves the spectral width
and therefore the bandwidth efficiency greatly @ases.

In this modulation scheme the phase shifts ar®@>, 180° and -90° which may
correspond to the four symbols “007, “01”, “11” ariti0”. A modulated signal is
shown in the Figure 2.12. It is assumed that theadistarts witlzero phase and there
is a phase shift &t0.

Data 11 00 01 10

YAVAVAVAVAVAVIAVAN

Figure 2.12. Modulated DQPSK signal

The precoder is much more complex than for DP3M,ia shown in Figure 2.13.

24



2- Optical modulation formats

Figure 2.13. DQPSK precoder

The DQPSK transmitter and receiver are shown igufés 2.14 and 2.15
respectively. It is seen that the receiver consista’o DPSK receivers.

Driver

Shaping
| filter
[V, V] T
L
0,7
<MZ> {0,7}
| Data A |—~ {0,m2
Pre M,3M2
coder —
[Sa8 |
Mz > n/2
2,32
t
Driver 1
Shaping
filter
[-V. Vo]

Figure 2.14. DQPSK transmitter

El | Rl
E # N —— Bita
= = ectric
\_'l/_\— * fo filter

-
2 R,
Optical | ] Asymmetric Bal 1
filter Mach-Zehnder alancec
Photodetectors
Interferometers

4 * ‘e Electric
4 —_| * r filter Bit B

Figure 2.15. DQPSK receiver
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2- Optical modulation formats

It is important to point out that the DQPSK modigia format has the advantages
of having reduced bandwidth requirements and ofegsing the tolerance to
chromatic dispersion and fiber non linearities, ibuteeds a complex precoder at the
transmitter side, and two asymmetric interferonget@nd two expensive balanced

photodetectors at the receiver.
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Chapter 3

Optical fiber propagation effects

In an optical transmission system, when the signgpagates through the fiber, linear
and non linear propagative phenomena are manifeSteel linear effects may be
modeled by a transfer function which is independdrthe input signal; but the non
linear effects depend on the input signal and chardie modeled by a transfer

function.

3.1 Linear effects

Considering the propagation of the optical fieldotigh a single mode fiber, and
neglecting the non linear effects for now, the atioh of the amplitude along the
propagation coordinateis given by the wave equation:

‘;—E = ~a(W)E - |BWE (3.1)
z

whereo(o) is the attenuation constant gb@) is the propagation constant.

This equation admits the analytic solution:
E(w, 2) = E(w0)e e #“”? = E(w0)H (w, 2) (3.2)

where H - (w) is the fiber’s transfer function.
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3- Optical fiber propagation effects

In the following, the attenuation and the dependeoicthe propagation constant
on the frequency, which generates the chromatipedsson, will be analyzed

separately.

3.1.1 Attenuation

The attenuation introduced by a fiber span is @efihy the ratio between the power
at the beginning of the fiber and the received powe

When a signal propagates through the fiber, paitsagnergy is absorbed by the
material, which generates a loss in the signal powe

The attenuation is caused by phenomena as the igayseattering and the
infrared absorption, which depend on the maten are due to the presence of
imperfections and impurities. The attenuation alepends on the wavelength, the
type of fiber and the possible mechanical strapydiad to the fiber.

As it can be seen in Figure 3.1 the attenuationdmaabsolute minimum of 0.2
dB/Km around 1550 nm, and a relative minimum of @B/IKm around 1300 nm.

These wavelengths define the spectral windows iiclwthe fiber is used.

First window

Second window

Total
attenuation

Third window "C" band
Fourth window "L" band

Optical loss
[dB/km)
na
|

I ntrinsic
abzorbtion

‘- 7
Intrinsic scattering
(Rayleigh

07 08 09 10 14 12 13 14 15 16 1.7 18 19 20
Wavelength (micrometers)

Figure 3.1. Attenuation of a single mode fiber
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3- Optical fiber propagation effects

The attenuation can be considered constant in dredveidth used for the
transmission; thus the dependence of the attemuatio the wavelength can be

neglected. So, under this hypothesis, the attevruéia non distortional effect.

3.1.2 Chromatic dispersion

The propagation constant depends on the wavelemgéaning that the signal’s
different spectral components propagate with caffievelocities.

In consequence, the received signal is distortadseB widen in time and
interfere with adjacent pulses, so the eye diagrthoses itself. This phenomenon is
called Intersymbol Interference (ISI), which redsi¢be performance of the system.
The dispersion limit, which is the maximum distaratewhich the system is still
capable of working, decreases as the bit rate asee

Dispersion has two contributions, the material éispn and the waveguide
dispersion. The material dispersion is caused byd#pendence on the frequency of
the material’s refractive index. On the other hatid, solution of the propagation
equation for the fundamental mode gives origin ttependence of the group velocity
on the frequency; this is the waveguide dispersibis depends on the project
parameters and can be controlled. The total chiordedpersion is approximately the
addition of these two, as shown in Figure 3.2.

The study of chromatic dispersion may be approadhedeveloping Taylor’s
series of the propagation constant around the aendéquency. We obtain:

B@) O, + B M=) + 2 )’ +[”3 Qw-@) +..  (33)

(a)
ﬂi—(awj B(c)
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3- Optical fiber propagation effects
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Figure 3.2. Total chromatic dispersion for G. 6B2f

The term 5, = B(w, ) at a given distance determines a constant phase rotation
which do not distort the impulse.

The term S introduces a delay,, known asgroup delay, which is substantially

the propagation delay of the pupulses:
o)
7, (@) = B2 =a—ﬂ z (3.5)
w=ap

This delay, proportional ta, is independent of the frequency, which means that
also B, does not contribute to the distortion of the impuls
The term ,, on the other hand, causes a delay which depamdseofrequency
and is proportional ta.
Considering the contribute ¢f,, the total delay is:
I, (W) =1, () + B, Hw-w) (3.6)
where 7 (w, ) represents an average group delay which is indigmenof the

frequency, and the second term originatedAyis a delay which takes a different
value for each spectral component of the transchjitése.

The constan{z, may be positive or negative; then, two cases neagonsidered:
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3- Optical fiber propagation effects

* Normal Dispersion Regime: This is the case in whic,>0. In this case, spectral
components with larger frequencies propagate witloveer velocity than the
spectral components with smaller frequencies.

» Anomalous Dispersion Regime: This is the case in whicl$,<0. In this case, the
spectral components with larger frequencies prajgagare rapidly.

Generally, the measure of dispersion in the opfibak is expressed by means of

parameteD, which is related tg3, by the following relation:

D=5, [E—Z/i—’fj = —0.7853, { PS } (3.7)

nmiKm
For example, at a wavelength of 1550 nm standardF $ibers haveg, L -20
psS/Km and DL 16 ps/nm/Km, and so they operate in an anomalospediion
regime.
The delay introduced by, is also dependent on the frequency, and so itesaus

the distortion of the impulse waveform:
1
TgﬂS :Eﬁs HC‘)_C‘)O)2 (z (3.8)

But as S, takes very small values, its contribution may geltgbe neglected.

Chromatic dispersion is a phenomenon which may dmpensated. There are
several different techniques for compensating dspe; these may be classified in
optical and electronic compensation.

Optical compensation consists in introducing, aéach fiber span, a particular
fiber calledDispersion Compensating Fiber (DCF), which by having a dispersidh
with opposite sign to the precedent fiber, candkis phenomenon of dispersion
achieving a value of accumulated dispersion thexalgt equal to zero. Nevertheless,
in the presence of non-linear phenomena, dispersiompensation is more
complicated, and must be achieved by using dispensiaps obtained by means of

numerical simulation.
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3- Optical fiber propagation effects

On the other hand, electronic compensation is @elighrough an equalizer
place at the receiver. There are three principahiactures/algorithms: Maximum
Likelihood Sequence Estimation (MLSE), Feed-Forwdtdualizer (FFE) and
Decision Feedback Equalizer (DFE). The first onesupurely digital techniques,
while the others are based on analog processing:hwias proven difficult to be
designed well.

e MLSE: This is the most recent and most advancedoagp. It uses a Viterbi
algorithm for equalization. Its adaptative digp&rformance is widely recognized
as far superior when compared to the other anadpgpaches (FFE and DFE).

» FFE: This is the most basic scheme. It uses a Wi, fseveral stages of delay,
coefficient multiplication and addition to providecompensation. By
approximating the inverse of the channel’s tran&faction, automatic control of
coefficients can provide adaptative operation.

« DFE: This is an FFE with a second FIR added to farrfeedback loop. The
decision threshold of the data recovery circuislgfted to compensate for the
influence of past data levels and so provide impdoperformance compared with
FFE.

The MLSE technique has been proved to yield vergdgeesults in optical

transmission systems; this technique will be suhdtiedetail in chapter 4.

3.1.3 Polarization mode dispersion (PMD)

In single mode fibers, two modes of the electronegigrfield polarized in orthogonal
directions may be propagated. PMD is due to théemihce in speed of these
polarization modes. This difference in speed resuitom birefringence, a
phenomenon where the refractive index differs frome input polarization state to
another. Birefringence is caused by small defentdhie manufacturing process,

bends, and other mechanical stresses that may #féecircular fiber geometry [3].
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3- Optical fiber propagation effects

The impact of PMD may generally be neglected inttaesmissions at 10 Gbit/s,

while it becomes a limiting factor at 40 Gbit/s.

3.2 Non linear effects

The quality and capacity of the transmission indpg&cal systems for long distances
is certainly influenced by non-linear effects. Thegffects are:Self Phase
Modulation, Cross Phase Modulation andFour Wave Mixing.

The physical phenomenon that produces these eftectdled Kerr effect, this is
manifested when the refractive index of the maktatepends on the power of the
signal which is being propagated through this nialter

n(z)=n_+An=n_+ nzﬂ (3.9)

In the preceding formula_ is the conventional refractive inderg is the non-
linear refractive index ané is the effective area of the fundamental mode which
may be approximated by the core area. It can bereéd then that the non-linear
effects depend more on the power density per ueé than the absolute power.

* Sef phase modulation (SPM)

It consists in a phase modulation of the signaldpoed by variations of the

power of the signal itself. Even if SPM by itseties not modify the width of the

signal, this cannot be assured in the presencespéiion, since when these two
interact they might compensate each other or naghse the deterioration of the
signal.

* Cross phase modulation (XPM)

It consists in a phase modulation of the signaldpoed by variations of the

power of spectrally adjacent channels. These pHastiations may be turned

into amplitude fluctuations in the presence of disppn causing a deterioration of

the signal.
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3- Optical fiber propagation effects

* Four wave mixing (FWM)
It causes transfer of energy between the diffecdr@nnels and generates new

frequencies.
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Chapter 4

Maximum likelihood sequence estimation
(MLSE)

The maximum likelihood sequence estimation (MLSE)an optimum sequence
detection technique because it minimizes the grobability in making a decision
on the transmitted sequence. In this chapter therman likelihood principle, metric

statistics and the Viterbi algorithm are discussed.

4.1 Maximum likelihood

Generally speaking, let us consider a model whislesgthe probability density
function of observable random varial{eas a function of a paramet&rThen, for a
specific valuex of X, the function LX) = PX=x0) is a likelihood function ob: it
gives a measure of how “likely” any particular valaf 6 is, knowing thaX has the
value x. So, a likelihood function arises from a condiabprobability distribution
considered as a function of its second argumeihdjrigpthe first one fixed.

In a sense, likelihood has an opposite behavicam firobability: if “probability”

allows predicting unknown outcomes based on knowrarampeters,
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4- Maximum likelihood sequence estimation (MLSE)

then “likelihood” allows determining unknown paraes based on known
outcomes.

The extent to which the evidence supports onenpetexr value against another is
equal to the ratio of their likelihoods. That is:

A =PX=x]a) (4.1)
P(X =x|b)

is the degree to which the observatiosupports parameter valaeagainst. If this
ratio is 1, the evidence is indifferent, and if aje or less than 1, the evidence
supportsa against or vice versa.

The basis for the method of maximum likelihood hsittthe parameter value
which maximizes the likelihood function is the walwhich is most strongly
supported by the evidence.

All this can be applied to a transmission syste®t s suppose that we are to

receive the signal vectar = [ro,rl,...,rN_l], and considering thé& represents one of

all the possible transmitted sequentﬁecg sl,...,sN_l], the optimum decision rule is

that the sequenc® that maximizes the probability

f(r1S)p(S)
f(r)

corresponds to the transmitted sequeBgeThis can be reduced to a maximum

p(S /1) =

(4.2)

likelihood rule:

s(r) =argmaxf(r|S) (4.3)
S

where the functiond (r /S, #re the likelihood functions.

The sequence most likely to have been transmitede one associated with the
minimum Euclidean distance (between the receiveghasir and the possible
transmitted sequen&):
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4- Maximum likelihood sequence estimation (MLSE)

N-1
D(r,S)=>.(r -s,)’ (4.4)
k=0
This is called metric, and it can be rewritten as:
N-1
NS) = Z/i(xk’xkﬂ) (4.5)
k=0

where x¢ is the integer representation of the symbol vecEq{_Lﬂ,sk_m,...,sk_l]
consisting of (-1) consecutive data symbols.

Equation 4.5 expresses the optimal metric as timensgtion of partial metrics
AM(X, Xk+1). Thek-th of these terms,(x, X+1), depends on the vectors of consecutive
trial symbols[sk_L+1, S-L+2 ,...,sk_l] and [sk_L+2 : sk_L+3,...,sk] respectively.

These considerations suggest a recursive formulthéoevaluation of\(S). So

the following recursive relation is defined [4]:

A(S) =A(Sa) + A X ) (4.6)
with s =[s,,s,,....5] (Syo. = S) and/A(s,) = O then, afteN iterations:
A(S) = (sy2) (4.7)

A geometrical representation of the problem of geiag over the optimal metric
can be given as follows. A trellis diagram with states is drawn as in Figure 4.1. In
the k-th interval each trellis state represents onénef\; possible values thai can
take, and it is connected W& branches to the next state:1 (whereM is the number
of M-ary symbols). The branch connecting the statesdx.; is labeled by the trial
symbols, and by the branch metri¢xy, % 1). In this way each trial sequen§ehas a
one to one correspondence with a sequence of stathe trellis diagram. Looking
for the optimal sequence decision is equivalentséarching for the path with
minimum accumulated metric in the trellis. Suchrekavould require an exhaustive
analysis and comparison between all the possié dequences (trellis paths); in

fact, for a sequence df symbols, aboum" comparisons would have to be performed
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4- Maximum likelihood sequence estimation (MLSE)

to select the most likely sequence, so the numbfercamputations grows
exponentially with respect tbl. This technique would be unacceptable due to its
excessive complexity; however, this can be caroat recursively employing the
Viterbi algorithm, where the number of computations necessary &ctsédhe most
likely sequence grows only linearly. The Viterbgatithm will be discussed later in

section 4.3.

k-2 k-1 k k+I

Figure 4.1. 4-state trellis diagram (M=2 is assumed

4.2 Branch metric statistics

At it has been said before, the MLSE processomigléemented using the Viterbi
algorithm. At each processor iteration, the follogvimetric should be evaluated for
each trellis branch:

MO ==3Inff, (y)} (4.8)

wheren is an index running from 1 to the total numbebdnches in the trellik is

an index running from 1 to the total numibef samples per bit,x is the random
variable associated to the noisy signal, beingrdmesmitted signal the one associated
to then-th branch of thé-th sample,f,  (¥) is the probability densiipétion (pdf)
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4- Maximum likelihood sequence estimation (MLSE)

of ynx andy is the actual noisy signal sample taken on thdagtetected electrical
signaly(t).

It is seen that the metric expression takes accolutite exact pdf's of the signal
samples. However, such pdf's are not analyticaligilable in optical systems using
post-detection filtering, and semi-analytical teicques based on Karhunen-Loéve
expansion [5] are needed to correctly evaluate them

In order to reduce the computational complexitypractice some other statistic
models that approximate the signal statistic canubed to calculate the branch
metrics.

Some of the models that approximate the signakstatn an optical system are
based on the assumption that the distribution ef mbiceived signal samples is
Gaussian. In the following, two different metricasked on this assumption are
described.

4.2.1 Gaussian metric

It is possible to simplify the metric evaluationopedures by assuming that the
received signal samples are uncorrelated and fadl@aussian distribution.

The Gaussian metric assumes an additive non-sgéjiolisaussian noise
distribution. Its expression is the following:

M s = —Z{M+ In(an,kz)} (4.9)

k Un,k

whereyy is thek-th noisy received sample, ang , and Jnykz are the mean value and

the variance of thk-th signal sample for the-th trellis branch respectively.

The Gaussian metric correctly takes the noise meeanon-stationarity into
account, but as a consequence, a maipi;(z must be estimated and its values must

be recalled at run-time to evaluate each signalpsaroontribution to the metric,

which makes it very computationally intensive.
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4- Maximum likelihood sequence estimation (MLSE)

4.2.2 Square-root metric

The square-root metric is a simplified metric inievhit is assumed that the square-
root of the received signal follows a Gaussianritigtion and that the variance of the
square-root of the received signal samples isostaty [6].

Under these assumptions the square-root branchicmiests the following

expression:

M@ == (Jy_k —u'n,k)2 (4.10)

k

whereyy is thek-th noisy received sample, and,, is the mean value of tHeth

signal sample for the-th trellis branch.
This metric has the advantage that only the avevages of the signal has to be
calculated during the channel estimation procedamd,its expression can be written

in a simple closed form.

4.3 Viterbi algorithm

The application of the Viterbi algorithm consiste dinding, among the paths
traversing the trellis from left to right (from texk = O until timek = N), the one with
minimum metric. The metric associated with a patithie sum of the labels of the

branches forming the path.
Formally, if xx denotes the state at tinkgtaking vaIues{Xi}i'fl, andi(X, X+1)

denotes the metric associated with the branch eimgnftom nodexx and joining
nodex1, the algorithm tries to minimize the function:
N-1
A(Xg, Xgyeees X)) = ZA(Xk  Xiaa) (4.11)
k=0
over the possible choices of the state sequengges.(, Xn.1) compatible with the

trellis structure.
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4- Maximum likelihood sequence estimation (MLSE)

The problem above could be solved by a brute-f@pproach, consisting of
evaluating all the possible values of the functidnand choosing the smallest.
However, this would be too complex to develop du¢hte number of computations
required and the storage needed, as they grow ergialty with the lengtiN of the
sequence.

The Viterbi algorithm solves the minimization pleim without suffering from
exponential complexity, actually its computatiomaimplexity grows only linearly
with N.

The Viterbi algorithm achieves this by using aethikey steps procedure: Add,
Compare and Select (ACS). Consider Figure 4.2 iichvthe trellis states at time
and k+1 are shown. The branches which link the states labeled by the
corresponding branch metrics, while the statedaeled by theaccumulated state
metrics which will be defined later. The add, compare apbtect procedure consists
on the following:

* For each statg.1, examine the branches stemming from statesd leading to
it. For these branchexld the metric accumulated at the statg¢o the metric of
the branch itself.

e Compare the results of these sums.

» Sdect the branch associated with the minimum value asdadd all the other
branches (if the quantities being compared arelegither one of them can be
chosen randomly). This minimum value is associatiglal the statex..; and forms
its state accumulated metric (this value is starely for the next ACS step and
then discarded).
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4- Maximum likelihood sequence estimation (MLSE)

min {3+1,1+4} = 4 O—@
min {346, 1+31=4 i}
—.
min {5+2 0+31 =3 9
O
min {5+1 0+1} =1 o
g e g ey

Figure 4.2. ACS step of Viterbi algorithm

The Viterbi algorithm consists of repeating the @om the first state of the
trellis to the last state. After each ACS stepdach state one value of accumulated
metric and one path are retained. Thus, at any kifer eachx, there is just a single
survivor path left traversing the trellis from itsst state toxx and one value of
accumulated metric. This survivor path is the mummmetric path to the
corresponding state. Afté&t ACS steps, at the termination of the trellis, rgka N-
branch path and an accumulated metric are obtaedh are the minimum metric
path and the minimum metric value respectively [7].

Figure 4.3 shows an example of the determinatioth® minimum metric path
through a 4 states trellis using the Viterbi altfori with N=6.
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g @

. ®

o—r\\ >0 @
I
H\\f‘ﬂ*‘@ -

Figure 4.3. Determination of the minimum metrictpasing the Viterbi algorithm
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Chapter 5

Performance of the MLSE equalization in
an optical communication system using a
purely dispersive fiber

In this chapter the results of a study done onatiheantages of the use of the MLSE
equalization in an optical communications systemgia purely dispersive fiber are
shown.

A purely dispersive fiber is used in order to mgashow the use of MLSE
receivers strengthens the robustness to chromaperion of the IMDD modulation
format and other alternative modulation formatsDambinary (DB) and 2- and 4-
level Differential Phase Shift Keying (DPSK and D&}¥). The advantages of the use
of the Gaussian and Square-root metric by the Mp&iEessor are analyzed as well.

First, the joint effect of MLSE and filter optina@iion is studied, and then several
configurations to upgrade the systems as the insedf an optical filter at the
transmitter, the application of the MLSE equaliaatin each branch of the receiver
of the DPSK and DQPSK systems and the use of dsgimbol parallel MLSE

processor for the DQPSK system are studied.
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The simulations of the optical system were doriaguthe software Optsim, and

the MLSE processor was implemented using Matlab.

5.1 Study of the simultaneous use of MLSE equabnatind

optimal filters

Since the optimization of the receiver’s opticatiatectrical filters can improve the
performance as well as the MLSE equalization, theulaneous use of both
techniques yields even better results.

In this section, the advantages of the use of Mib&Eystems based on typical
Rx filters are shown; then, the Rx filters are opted showing the advantages of
simultaneous use of MLSE and optimal filters forDM, DB, DPSK and DQPSK

modulation formats.

5.1.1 System characteristics

The characteristics of the system set-up and stiool@rocedures are the following:

* The bit-rate is R10 Gbit/s.

« The Pseudo-Random Bit Sequence is PSRE =2 = 65535 bits.

» Each bit is simulated using 20 samples.

* For DB, DPSK and DQPSK modulations the PRBS is @ngprecoded.

* A ssingle span of a purely dispersive fiber is us#ith:
D = 16 ps/nm/Km

* The ASE noise is added at the end of the fibebtain the desired Optical Signal
to Noise Ratio (OSNR) which is measured over aebandwidth equal to the
bit-rate.

* The receiver is assumed noiseless.
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dispersive fiber

« The receiver is composed of a second order Supss@gau optical filter with
bandwidth B, followed by an ideal photodetector and a fifthrdear Bessel
electrical filter with bandwidth B For the DPSK and DQPSK systems between
the optical filter and the photodetector there is-lait-delay Asymmetric Mach-
Zehnder Interferometer.

e Atthe receiver's end, 4 samples per bit are taken.

* The receiver is followed by an MLSE processor, Whionsists of an A/D
converter whose samples are sent to a parallel wdink4 branch metric
computation stages followed by a 32-states Vitprbtessor.

* No optimization of the sampling instant is don¢hat receiver.

 For IMDD and DB, 2 samples per bit are used forlhench metric evaluation.
For DPSK and DQPSK, 4 samples per bit are usedadsteing more sensitive
than IMDD and DB to the sampling instant within thieslot.

* The system performance is measured according tO8i¢R necessary to reach a
BER value equal to I¥) which ensures the operation below the FEC thidsho

* Simulations: Using an optical simulator, we firditained the received filtered
electrical signal for various values of OSNR anstatice (L). For each value of
OSNR and L, the RX signal was processed by the Mtigtiit, searching for the
OSNR yielding the target performance of bit erater(BER) equal to 1H

5.1.2 IMDD-NRZ modulation

The system set-up is shown in Figure 5.1.

47
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Figure 5.1. IMDD system set-up

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively, which are the typical nonimped bandwidths. The
performance of this system is shown in Figure | 2his figure a comparison is done
between the system in which the sqrt metric is wmad the system in which the
Gaussian metric is used; and a reference curvenebitdy evaluating the system

performance without MLSE through direct error cangts shown as well.
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Figure 5.2. OSNR vs L for the IMDD system with tygi bandwidths
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As it is seen, the performance of the system ircvithe equalization is not used
Is visibly worse than the performance of the othetems, which shows how the use
of MLSE equalization strengthens the robustnesshtomatic dispersion allowing
the system to go further without the use of optaahpensation. It is also observed
that the system in which the sqrt metric is usext & better performance than the
system in which the Gaussian metric is used.

At this point, the optimization of the receptiolidis was done. To do this, a point
in the curve is conveniently chosen, setting thiees for distance and OSNR, and
then the electric and optic bands are swept inpgmogriate grid, obtaining a BER
value for each couple of bands. Then, the coupleaofls that provides the minimum
BER value is considered the optimal. This procedsrdone using the metric that
shows better performance.

So, following the procedure described previoudig optimization was done at a
distance of 185 Km, and using the sqrt metric fiar branch metric evaluation in the
MLSE processor.

As a result of the optimization, Figure 5.3 wasaattd. In this figure, the highest
point corresponds to the lowest BER value, so fiteral bands are defined by it. As
it can be seen, the optimum band of the optictdrfis 9 GHz and the optimum band
of the electric filter is 24 GHz. As expected, thaical band is around the value of
the bit-rate, and the electric band is wider.

The performance of the system in which the optichifzkers are used is shown in
Figure 5.4.
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5- Performance of the MLSE equalization in an optical communication system using a purely
dispersive fiber

In order to make a comparison with the results iobth previously, Figure 5.5

shows all the results obtained until now.
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Figure 5.5. Performance of the IMDD system

As it can be seen, the system that shows bettéormance is the one in which
the sqgrt metric and the optimum filters are used.

Figure 5.5 shows that, without the filter optimipat the use of the MLSE
processor with sqrt metric allows to extend fromkg@ to 250 Km the distance at
which the OSNR penalty is 2 dB with respect to beek to back performance
without MLSE. With filter optimization, the use ofie MLSE processor with sqrt
metric allows to reach 300 Km for an OSNR equd2aB.

5.1.3 Duobinary modulation

The system set-up is shown in Figure 5.6.
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Figure 5.6. Duobinary system set-up

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively. Then, the optimization of thendwidths was done at a
distance of 610 Km obtaining an optimum optical dwaiith equal to 8 GHz and an
optimum electrical bandwidth equal to 29 GHz.

The performance of these systems is shown in Figure In this figure, a
comparison is done between the system in whichstite metric is used and the
system in which the Gaussian metric is used; amdference curve obtained by
evaluating the system performance without MLSE ugto direct error counting is
shown as well.

It can be observed that, the system that showsriggtformance is the one using
the optimum filters and the MLSE processor with Hugt metric; even though the
performance experiences a slight back to back pewdlen using MLSE.

Figure 5.7 shows that the use of MLSE is very eifecfor the system with
Duobinary modulation, keeping its performance alhoasistant (within 2 dB OSNR
penalty) up to 600 Km. For Duobinary, the advantafyasing the sqrt metric is still
present, but it is lower than for IMDD. The filteptimization is really effective as it

allows reaching 650 Km for an OSNR equals to 12 dB.
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Figure 5.7. Performance of Duobinary system

5.1.4 DPSK modulation

The system set-up is shown in Figure 5.8.
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Figure 5.8. DPSK system set-up

For the DPSK modulation, because of the naturdefdecision signal which is
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symmetric around the zero level and thus takes ragmtive values, the sqrt metric
cannot be applied, so only the Gaussian statidgg eonsidered.

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively. Then, the optimization of thendwidths was done at a
distance of 200 Km obtaining an optimum opticaldwidth equal to 10 GHz and an
optimum electrical bandwidth equal to 33 GHz.

The performance of these systems is shown in Fi§u®e A reference curve
obtained by evaluating the system performance withdLSE through direct error

counting is shown as well.
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Figure 5.9. Performance of DPSK system

Figure 5.9 shows that the advantages of MLSE fogBRre limited in absence
of filter optimization, while using the optimal t@rs together with the MLSE, the
system reaches almost 600 km for an OSNR equa? @Bl It is also seen that, the
system experiences a slight back to back penalgnwising MLSE.
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5.1.5 DQPSK modulation

The system set-up is shown in Figure 5.10.
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Figure 5.10. DQPSK system set-up

For the DQPSK modulation, because of the natutbefiecision signal which is
symmetric around the zero level and thus takes ragmtive values, the sqrt metric
cannot be applied, so it only the Gaussian statigdis considered.

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively. Then, the optimization of thendwidths was done at a
distance of 300 Km obtaining an optimum optical dwaiith equal to 9 GHz and an
optimum electrical bandwidth equal to 19 GHz.

The performance of these systems is shown in Figuté. A reference curve
obtained by evaluating the system performance withdLSE through direct error
counting is shown as well.

Figure 5.11 shows that the use of MLSE for DQPSKnein the case of filter
optimization, gives limited advantages. The systesimg DQPSK modulation with
MLSE and optimal filters can reach 400 Km for anNBSequal to 12 dB, extending

only by 100 Km the performance of the standardivecevithout filter optimization.
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Figure 5.11. Performance of DQPSK system

5.2 Upgrading of the systems

In this section the results of some studies that were dooeder to further improve

the performance of the systems that were presemtszttion 5.1 are shown.

5.2.1 IMDD-NRZ modulation

» Insertion of an optical filter in the transmitter

An optical filter was inserted in the transmittdrtbe system presented in section
5.1.2 in order to check whether sending the signtél a narrower bandwidth yields

better result, as the action of dispersion is reduc
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The system set-up is shown in Figure 5.12. Ingkisgem, the value of the optical
filter in the receiver was set to 50 GHz and thenozation of the optical filter in the

transmitter and the electrical filter in the re@iwas done.
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Figure 5.12. IMDD system with optical filter in th&nsmitter

The optimization was done at a distance of 185 Kbtaining 24 GHz as the
optimum bandwidth of the optical filter and 9 GHxz the optimum bandwidth of the
electric filter. The result of the optimizationogedure is shown in Figure 5.13.

Bop [GHz] U Bel [i5Hz]

Figure 5.13. Filter optimization for the IMDD sysiewith optical filter in the transmitter
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The performance of the system with optimum filtargl sqrt metric is shown in

Figure 5.14.
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Figure 5.14. Performance of IMDD system with ogtfdeer in the transmitter

As it is seen, the system that uses the bandwrdthdting from the optimization
procedure does not show a better performance tmarsystem using the standard
bandwidths. Therefore, the better way to set upsistem is to put the optical and
electric filters in the receiver, since having araa optic filter at the front of the

receiver cuts out the noise introduced by the cblann
Given the results, the insertion of the opticalefilin the transmitter was not

studied for other modulation formats.
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5.2.2 Duobinary modulation

» Use of 4 samples per bit for the branch metric evahtion

The number of samples per bit used for the branetricnevaluation was increased
from 2 to 4 in order to understand if a better perfance would be achieved, since by
doing so, the sensitivity to the sample instanhimithe bit slot would be reduced.

The optimum filters (B= 8 GHz and B= 29 GHz) were used, and the MLSE

processor used the sqrt metric. The result is showagure 5.15.
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Figure 5.15. Performance of DB system with 4 sampkr bit for the branch metric evaluation

It can be observed that the performance of theesyshat uses 4 samples per bit
for the branch metric evaluation is almost the saméhe performance of the system
using 2 samples per bit. Therefore, the Duobinaoglutation is not sensitive to the
sampling instant within the bit slot and 2 sampdes bit are enough in order to get
the best performance.
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5.2.3 DPSK modulation

» Use of 8 samples per bit for the branch metric evahtion

The number of samples per bit used for the branetricnevaluation was increased
from 4 to 8 in order to understand if a better perfance would be achieved, since by
doing so, the sensitivity to the sample instanhimithe bit slot would be reduced.

The optimum filters (B= 10 GHz and B= 33 GHz) were used and the MLSE

processor used the Gaussian metric. The resuibisrsin Figure 5.16.
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Figure 5.16. Performance of DPSK system with 8 dasnper bit for the branch metric evaluation

It can be observed that the performance of theesyshat uses 8 samples per bit
for the branch metric evaluation is almost the saséhe performance of the system
using 4 samples per bit. Therefore, for the DPSKluhation 4 samples per bit are

enough in order to get the best performance.
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* Insertion of the square-root device in each branclof the receiver and use of
the sqgrt metric

As it has been seen before, the use of the sqricpebduces better results than the
use of the Gaussian metric for other modulatiormfds that accept this kind of
metric. In order to understand if the sqrt metocld also improve the performance
of the DPSK system, a square-root device was egen each branch of the DPSK
receiver after the electrical filters, and the sorétric was used at the MLSE
processor. In this system the optimum filterg €810 GHz and B= 33 GHz) are
used.

The system is shown in Figure 5.17.
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Figure 5.17. DPSK system with square root devicesich branch

The result is shown in Figure 5.18. It may be obséthat the performance of the
system using the sqrt metric is almost the samthasystem using the Gaussian
metric. Thus, for DPSK, contrary to what happenstfe IMDD and Duobinary
modulations, the insertion of the square-root dednd the use of sqrt metric does
not improve its performance.
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Figure 5.18 Performance of DPSK system with sqgrt metric

* MLSE processor in each branch

Rather than inserting the MLSE processor rightréfte standard balanced receiver,
the signal sampleg™andy” at the output of the lower and upper photodetector
were processed separately.

The new metric used was the addition of the metfdafe two branches. Hence,

the metric becomes:

M == In{r 0 (v} - S in{ e (e} (5.2)

=]
where £, (y,) is the probability density functioof the signal samples on tieth
trellis branch. For simplicity, it is supposed thtae probability density function
follows a Gaussian distribution.

Figure 5.19 shows the system set-up.
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Figure 5.19. DPSK system with MLSE processor irhdar@nch

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively. Then, the optimization of thendwidths was done at a
distance of 300 Km obtaining an optimum opticaldwidth equal to 14 GHz and an
optimum electrical bandwidth equal to 22 GHz.

The results are shown in Figure 5.20.
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Figure 5.20 shows that, by using MLSE in each bmatlee DPSK system can
reach 460 Km without filter optimization and 670 Kmith filter optimization for an
OSNR equal to 12 dB. So it is concluded that thithe most effective way (among
the studied) to implement a system that uses DP8#ulation.

5.2.4 DQPSK modulation

* MLSE processor in each branch

Rather than inserting the MLSE processor rightrafie standard balanced receiver,
the output of the lower and upper photodetectorevpeocessed separately, using the
metric shown in equation 5.1. Figure 5.21 showssystem set-up.
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Figure 5.21 DQPSK system with MLSE processor in each branch

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively. Then, the optimization of thendwidths was done at a
distance of 300 Km obtaining an optimum opticaldwaidth equal to 15 GHz and an
optimum electrical bandwidth equal to 19 GHz. Tésults are shown in Figure 5.22.
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Figure 5.22 Performance of DPSK system with MLSE in each branch

It is seen that, for DQPSK, the use of MLSE equdion in each branch of the
receiver, does not give much better results tharue of the MLSE processor right

after the standard balanced receiver.

» Use of a 2 bit/symbol 4-states parallel MLSE procssr

Two balanced receivers were used for detectingrthghasey, and quadraturgp

signal components, and a MLSE processor that makeisdecisions on the signal

samplesy, andy? was inserted.

The metric used assumes the following expression:
4
M s == In{f O (yh, v )} (5.2)
k=1

wheresn(y y2) represents the joint probability of receiving the samples; and e
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for the n-th trellis branch. A Gaussian distribution is assed for the probability
density function of the electrical signal samples.

The joint MLSE processor uses a 4 state trellis apdrates over symbols
composed by 2 bits, which corresponds to a binahSHM processor with %432

states.
Figure 5.23 shows the system set-up.
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Figure 5.23. DQPSK system with 2 bit/symbol patdl& SE processor

First, the bandwidths of the optic and electridatits were set to 50 GHz and 7.5
GHz respectively. Then, the optimization of the dhainths was done at a distance of
600 Km obtaining an optimum optical bandwidth equeab GHz and an optimum
electrical bandwidth equal to 14 GHz. The resuléssihown in Figure 5.24.

These results confirm that a 2 bit/symbol 4-statesllel MLSE processor is very
effective, as its use combined with filter optintiza allows reaching 700 Km
experiencing only less than 2 dB penalty with resp® the back to back

performance (which requires an OSNR equal to 6.6 dB
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Figure 5.24. Performance of DQPSK system with jdistates MLSE processor

» Use of a 2 bit/symbol 8-states parallel MLSE procssr

The system considered is the same than in thequregection, but replacing the joint
MLSE processor with 4 states, with a joint MLSE g@ssor that uses an 8 state
trellis, which corresponds to a binary MLSE processith =64 states.

First, the bandwidths of the optical and electrit#trs were set to 50 GHz and
7.5 GHz respectively. Then, the optimization of thendwidths was done at a
distance of 600 Km obtaining an optimum optical danith equal to 6 GHz and an
optimum electrical bandwidth equal to 14 GHz. Tésults are shown in Figure 5.25.
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Figure 5.25. Performance of DQPSK system with j8istates MLSE processor

Results shown in Figure 5.25 confirm that a 2 fasol 8-states parallel MLSE
processor is very effective, as its use combineth Jilter optimization allows
reaching 700 Km experiencing only less than 1.5dBalty with respect to the back
to back performance (which requires an OSNR equél5 dB).
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Chapter6

Performance of the MLSE equalization in
an optical communication system using a
realistic fiber

In this chapter the results of a study done about the use of MLSE receivers could
improve the performance of IMDD, Duobinary, DPSKdamQPSK optical
communications systems in the presence of botredigg and non-linear effects are
shown.

Two kinds of fiber are studied, first a standatdg® Mode Fiber (SMF), and
then a Non-Zero Dispersion Shifted Fiber (NZ-DSF).

The simulations of the optical system were dorniaguthe software Optsim, and

the MLSE processor was implemented using Matlab.

6.1 System characteristics

The characteristics of the system set-up and stioal@rocedures are the following:
e The bit-rate is R10 Gbit/s.
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- Performance of the MLSE equalization in an optical communication system using a realistic fiber

The Pseudo-Random Bit Sequence is PSRE = 2 = 65535 bits.
Each bit is simulated using 20 samples.
For DB, DPSK and DQPSK modulations the PRBS is @ngpprecoded.
The channel is formed by a single span of :
— Single mode fiber with:

a = 0.25 dB/Km

D = 16 ps/nm/Km

y=1.3 1/W/Km
— NZ-DSF with:

a = 0.25 dB/Km

D = 3.8 ps/nm/Km

y=1.51/W/Km
After the fiber a EDFA amplifier with:
G=30dB
F=6dB
Is used, which completely recovers the lossesdiized by the optical channel.
The ASE noise is introduced by the amplifier.
The receiver is assumed noiseless.
The receiver is composed by a second order Supssigawuoptical filter with
bandwidth B, followed by an ideal photodetector and a fifthrdexr Bessel
electrical filter with bandwidth B For the DPSK and DQPSK systems between
the optical filter and the photodetector there is-lit-delay Asymmetric Mach-
Zehnder Interferometer.
At the receiver’s end 4, samples per bit are taken.
For IMDD and DB the receiver is followed by a 32tss Viterbi MLSE
processor. For DPSK a 32-states Viterbi MLSE prsoess inserted in branch of
the receiver, so the two signal samples are predessparately. For DQPSK a 2

bit/symbol 8-states parallel Viterbi MLSE processoused.
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* No optimization of the sampling instant is don¢hat receiver.

* For IMDD and DB, 2 samples per bit are used forlhench metric evaluation.
For DPSK and DQPSK, 4 samples per bit are useddadsteing more sensitive
than IMDD and DB to the sampling instant within thieslot.

* The system performance is measured according t@8M¢R necessary to reach a
BER value equal to I¥) which ensures the operation below the FEC thidsho

» Simulations: Using an optical simulator we obtairled filtered electrical signal
for various values of transmitted power (Ptx) anqup to a maximum of Ptx
equal to 20 dBm). For each value of Ptx, the cpwading value of OSNR was
found using the expression:

ONR,, = Ptx—alL - F,, —10log(hfR,) (6.1)
whereh is the Plank constant amds the frequency.
Then, for each value of OSNR and L the Rx signad macessed by the MLSE,
searching for the OSNR vyielding the target perfaroeeof BER equal to 1.10

6.2 Use of a standard single mode fiber

6.2.1 IMDD-NRZ modulation

The system set-up is shown in Figure 6.1. In thigdesn the optimum filters found in
section 5 were used, so the optical and electiiitals were set to 9 GHz and 24 GHz

respectively, and the sqgrt metric was applied leyNL.SE processor.
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Figure 6.1. IMDD system using standard SMF fiber

The performance of the system is shown in Figuze 6.
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Figure 6.2. IMDD system with standard SMF vs IMD@tem with dispersive fiber

The system is not limited by dispersion anymores time it is limited by the non
linear effects, meaning the MLSE is not so effeziivimproving the performance of

a system affected by non linear effects as weltliapersion as it is for a system
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6- Performance of the MLSE equalization in an optical communication system using a realistic fiber

affected just by dispersion. The consequence istigamaximum reachable distance
is visibly reduced.

The maximum distance that can be reached is 238wWmth corresponds to a
value of OSNR equal to 12 dB, which is 62 Km ldsmtthe distance reached for the

same value of OSNR when using purely dispersiver fib

6.2.2 Duobinary modulation

The system set-up is shown in Figure 6.3. In thigdesn the optimum filters found in
section 5 were used, so the optical and electiiibais were set to 8 GHz and 29 GHz

respectively, and the sqrt metric was applied @tMiL.SE processor.
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Figure 6.3. Duobinary system using standard SMérfib

The performance of the system is shown in Figude I6can be observed that the
maximum reachable distance is visibly reduced. @@ the system is limited by the
non linear effects instead of dispersion as it wafre. The maximum reachable
distance for the system affected by both disperammhnon linear effects is 242 Km
for an OSNR value of 12 dB, while the system a#dobnly by dispersion reaches a

distance of 660 Km for the same OSNR value.
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Figure 6.4. Duobinary system with standard SMF usliinary system with dispersive fiber

6.2.3 DPSK modulation

The system set-up is shown in Figure 6.5. In thigdesn the optimum filters found in

section 5 were used, so the optical and electfitats were set to 14 GHz and 22

GHz respectively, and the Gaussian metric was egpply the MLSE processor.
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Figure 6.5. DPSK system using standard SMF fiber
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The performance of the system is shown in Figuée 6.
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Figure 6.6. DPSK system with standard SMF vs DP@itesn with dispersive fiber

It can be observed that the maximum reachablergistéor the system affected
by both dispersion and non linear effects is 258 ttman OSNR value of 8 dB,
while the system affected only by dispersion reachealistance of 330 Km for the

same OSNR value.

6.2.4 DQPSK modulation

The system set-up is shown in Figure 6.7. In thigdesn the optimum filters found in
section 5 were used so the optical and electritatd were set to 6 GHz and 14 GHz

respectively, and the Gaussian metric was appletid MLSE processor.
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Figure 6.7. DQPSK system using standard SMF fiber
The performance of the system is shown in Figuse 6.
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Figure 6.8. DQPSK system with standard SMF vs DQBgem with dispersive fiber

It is seen that the maximum reachable distancehersystem affected by both
dispersion and non linear effects is 259 Km foilG8NR value of 7.7 dB, while the
system affected only by dispersion reaches a distah700 Km for the same OSNR

value.
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6.3 Use of anon-zero dispersion shifted fiber

6.3.1 IMDD-NRZ modulation

The performance of the system is shown in Figu®e 6.
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Figure 6.9. IMDD system with NZ-DSF vs IMDD systevith dispersive fiber

It can be observed that the maximum reachablentistéor the system affected
by both dispersion and non linear effects is 247 ttman OSNR value of 12 dB
(which is 5 Km more than achieved when using adstech SMF), while the system

affected only by dispersion reaches a distanc®0fkin for the same OSNR value.
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6.3.2 Duobinary modulation

The performance of the system is shown in Figut8.6.
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Figure 6.10. Duobinary system with NZ-DSF vs Dualpjnsystem with dispersive fiber

It can be observed that the maximum reachablentistéor the system affected
by both dispersion and non linear effects is 247 Kwhich is 4 Km more than
achieved when using a standard SMF) for an OSNReval 10.5 dB, while the
system affected only by dispersion reaches a distah340 Km for the same OSNR

value.
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6.3.3 DPSK modulation

The performance of the system is shown in Figuté.6.
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Figure 6.11. DPSK system with NZ-DSF vs DPSK systéth dispersive fiber

It can be observed that the maximum reachablentistéor the system affected
by both dispersion and non linear effects is 262 Kwhich is 4 Km more than
achieved when using a standard SMF) for an OSNRevat 7 dB, while the system
affected only by dispersion reaches a distanc&0fkin for the same OSNR value.
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6.3.4 DQPSK modulation

The performance of the system is shown in Figut@.6.
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Figure 6.12. DQPSK system with NZ-DSF vs DQPSKayswith dispersive fiber

It can be observed that the maximum reachablentistéor the system affected
by both dispersion and non linear effects is 262 Kwhich is 3 Km more than
achieved when using a standard SMF) for an OSN&ewvail 7.3 dB, while the system
affected only by dispersion reaches a distanc®0fkim for the same OSNR value.
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Conclusions

From its beginnings on, optical communications eyst have adopted the IMDD
modulation. Nevertheless, it has been shown that uke of other alternative
modulation schemes such as DB, DPSK and DQPSK eagffbctive in mitigating
the phenomenon of dispersion, allowing the reacluhdpigher distances. For the
system analyzed in this work, it has been showh firaan OSNR equal to 12 dB
(OSNR necessary to reach a BER of F)l@e can go from 40 Km for the IMDD
modulation to 115 Km using the DPSK modulation aod275 using the DQPSK
modulation. DB does not yield such good resultghis case since it causes the
OSNR to stay above 12 dB.

In this study it has also been demonstrated thatstmultaneous use of filters
optimization techniques and of alternative modulagi formats achieves even better
results. In fact, from 75 Km achieved for the IMDiEbdulation, we can go to 245
Km using the DB modulation, to 190 Km using the BR8odulation and to 295 Km
using the DQPSK modulation. It is important to goout the fact that for DB
modulation, the optimization of the filters appetrde really effective.

Yet, the most promising technique to fight dispemsis the use of MLSE
equalization in the receiver.

In this study it has been demonstrated that thellsameous use of the optimal
filters and a 32-states MLSE equalizer which udes Yiterbi algorithm with
Gaussian metric, a distance of 200 Km can be relabig the IMDD modulation;
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650 Km using DB modulation; 590 Km using the DPSKdulation and 390 using
the DQPSK modulation. It can be observed that tiPBK modulation does not
benefit from the MLSE equalization, not even in tase of using optimal filters.

In order to improve the performance of the systamsig IMDD and DB
modulations, the use of the sqrt metric for thenbha metric evaluation was
introduced, instead of the Gaussian metric. By gl@o, the distance reached for the
IMDD system was extended by 100 Km, reaching tH@hKm; while the DB system
does from 335 Km to 610 Km for an OSNR equal tadB] and reaches 655 Km for
an OSNR equal to 12 dB. It was verified that far DPSK and DQPSK modulations
the sqgrt metric does not give any performance iwgmeent.

In turn, the system using DPSK modulation was inapdbby performing the
MLSE equalization in each branch of the receivather than inserting the MLSE
processor right after the balanced receiver. Bygl@io, a distance of 680 Km was
reached.

The system using the DQPSK modulation was imprdyedsing a 2 bit/symbol
parallel MLSE processor. Using a 32-states proeced30 Km were reached with an
OSNR equal to 9.3 dB, and using a 64-states proc&8® Km were reached with an
OSNR lower than 8dB.

Experiments carried out show that for any modutatscheme, when using an
MLSE processor, the performance of the systemgisfisantly improved when the
number of states of the processor increases. Nwlests, the performance
improvement and the increase of computational cerityl reached when the number
of states is increased must be weighed, and weueethat a number of states equal
to 32 allows for a good balance.

Using a standard SMF fiber, the maximum distane¢ ¢an be reached is limited
by the non-linear effects. Even when using the rogilifilters and the optimal
configuration of the MLSE processor, this distameaeduced to 235 Km for the
systems using the IMDD and DB modulations, to 2&5tihe system using the PSK
modulation and to 260 Km for the system using tigPSK modulation.
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The techniques here studied may be introduced immital communications
system without touching the fiber already instglleshd from the results here
obtained, it may be observed that they are vemcéffe in counteracting the effects
produced by chromatic dispersion. This are charnaties which make them usable
when upgrading the bit-rate of current systems;esithey avoid making changes in

the transmission channel and control the largesrolatic dispersion effects produced
when increasing the bit-rate.
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