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y (atomic line 405.78 nm) dependence on the sample matrix (metal alloy) was
studied by means of collinear double pulse (DP)-laser induced breakdown spectroscopy (LIBS). The
measurement of the emission intensity produced by three different wavelength combinations (i.e.
I:532 nm–II:1064 nm, I:532 nm–II:532 nm, and I:532 nm–II:355 nm) from three series of standard reference
materials showed that the lead atomic line 405.78 nm emission intensity was dependent on the sample matrix
for all the combination of wavelengths, however reduced dependency was found for the wavelength com-
bination I:532 nm–II:355 nm.
Two series of standard reference materials from the National Institute of Standards and Technology (NIST) and
one series from the British Chemical Standards (BCS) were used for these experiments. Calibration curves for
lead ablated from NIST 626–630 (“Zn95Al4Cu1”) provided higher sensitivity (slope) than those calibration
curves produced from NIST 1737–1741 (“Zn99.5Al0.5”) and with the series BCS 551–556 (“Cu87Sn11”). Similar
trends between lead emission intensity (calibration curve sensitivities) and reported variations in plasma
temperatures caused by the differing ionization potentials of the major and minor elements in these samples
were established.

© 2008 Elsevier B.V. All rights reserved.
1. Introduction

Laser-induced breakdown spectroscopy has become a viable
technology for elemental analysis of solid samples. This technology is
based on the spectral emission from an induced plasma created when
an intense laser pulse is focused onto a sample. LIBS advantages are
that it allows direct, in situ, and rapid chemical analysis with little or no
sample preparation [1–5]. Moreover, LIBS has been shown to provide
suitability for remote chemical analysis of hazardous or difficult-to-
reach samples [6–9]. Nevertheless, there are several areas to address
for LIBS to become a more dominant technology for spectroscopic
analysis. Among these areas are quantification (matrix-matched
requirements, etc), and performance metrics (accuracy, precision,
limit of detection, etc.) as compared to other analytical techniques such
as Inductively Coupled Plasma–Mass Spectrometry (ICP–MS), and
Atomic Emission Spectroscopy (AES). Research efforts have been
directed to reduce or eliminate matrix dependence and improve the
analyticalfigures of merit. One of the approaches to achieve these goals
has been the use of multiple laser pulses. In particular, the use of two
laser pulses has received a great deal of attention in recent years.
l rights reserved.
Improvements in analytical figures of merit by double pulse-LIBS
compared to single pulse-LIBS, have been described by several authors
[10–22]. The term double pulse-LIBS is defined as two laser pulses,
from two different sources (commonly) that are separated in time by
nanosecond or microsecond time delay.

Several DP-LIBS configurations have been studied using both
orthogonal and collinear configurations. In the orthogonal configura-
tion, the two laser pulses are 90° with respect to each other. Depen-
ding on which of the laser pulses first reaches the surface (as selected
by the user), two situations have been explored. In one, the first laser
pulse is used to ablate the sample and create a rarefied ambient for the
second laser pulse. Alternatively, the first laser pulse is used to create a
spark above the sample surface to also generate a rarified ambient in
which the plasma generated by the second laser pulse can expand to a
larger size [17,21,23,24]. In the collinear configuration as used in this
study, both laser pulses travel the same path.

These two configuration have been successfully used to increase
sensitivity for the analysis of liquids [25], solids immersed in liquids
[26], and a variety of solid samples [27]. The enhancement in spectral
line emission intensity using DP excitation depends on several
parameters. Among these parameters are: plasma density, laser
wavelength, inter-pulse delay time, line excitation energy, etc. The
enhancement is proposed to be due to higher plasma temperature
and/or larger and longer plasma duration, as well as in some cases, to
increased ablated mass [17,19,20,24,27,28].



Fig. 1. Experimental setup.

148 V. Piscitelli S et al. / Spectrochimica Acta Part B 64 (2009) 147–154
Lead is recognized worldwide as a hazardous metal. Increased
awareness and public interest in the health risks associated with this
toxic metal often necessitates the determination of this element in
environmental, biological, food, manufacturing materials (for example
plastic materials used in the fabrication of toys), and geological
samples. Some of these samples represent an immense challenge for
traditional wet analytical techniques due to the difficulty of sample
preparation. Studies addressing the ability to determine metals con-
centration directly from any sample, with no or little sample pre-
paration will contribute to the improved monitoring of toxic metals
such as lead.

Several quantification methods have been proposed for chemical
analysis using LIBS to replace the use of calibration curves as the
primary method of quantification [8,29–35]. For the most part, the
reason is due to the lack of standard reference materials for most
samples, and in some cases, due to limited knowledge of the sample of
interest. However, calibration curves are the best method for
quantitative chemical analysis; they provide an empirical relationship
that encloses a large number of variables and are the simplest way to
account for all factors that influence an analytical measurement. In
this paper the study of LIBS performance metrics is provided based on
calibration curves produced by the lead emission intensity (atomic
line 405.78 nm) from metal alloy samples. Precision, sensitivity and
limit of detection (defined as the concentration calculated using
calibration curve intercept+3⁎standard deviation of the intercept)
by DP-LIBS (using different wavelength combinations) in a collinear
arrangement compared to SP-LIBS is presented.

2. Experimental

An experimental diagram for the double pulse LIBS system is shown
in Fig. 1. Two Nd:YAG lasers system (10 Hz, 8 ns, Surelite I and II, from
Continuum) were arranged in a collinear configuration, directed by a
Table 1
Certificated composition of the standards series NIST 626–630 and NIST 1737–1741

SRM Cu Al Mg Fe Pb Cd

NIST 626 0.056 3.56 0.02 0.103 0.0022 0.001
NIST 627 0.132 3.88 0.03 0.023 0.0082 0.005
NIST 628 0.611 4.59 0.0094 0.066 0.0045 0.004
NIST 629 1.5 5.15 0.094 0.017 0.0135 0.015
NIST 630 0.976 4.3 0.03 0.023 0.0083 0.004
NIST 1737 0.6302 0.0029
NIST 1738 0.1014 0.0101
NIST 1739 0.2049 0.0302
NIST 1740 0.4177 0.0691
NIST 1741 0.5242 0.1571

Elemental composition (mass fraction, in %).
dichroic mirror to a sample at ambient pressure. The wavelength of the
first laser was fixed at 532 nm and the second laser pulse wavelength
was switched between 1064, 532 and 355 nm (fundamental, second
and third harmonics). Both laser beams were focused onto the sample
with an achromatic quartz lens (200 mm focal length) to a 500 µm spot
size. The focal point was located 1 mm below the sample surface in
order to avoid air breakdown above the sample surface.

A cylindrical quartz lens was used to image the laser-induced plasma
onto the entrance slit of a Czerny-Turner spectrometer (Spex 500 M)
equipped with a 3600 groove/mm grating. Spectral emission was
detected by a Charge Coupled Device system (CCD) 512×122 pixels
(Hamamatsu, C7041) using 20 ms integration starting from the last laser
pulse (second pulse in the double pulse mode). Independent firing of
the two laser pulses was achieved by an external delay generator pro-
viding time between laser pulses from 0 to 200 µs.

Three sets of standard reference materials from the National Institute
of Standards and Technology (NIST) and British Chemical Standards
(BCS) were used for these experiments. These standards series were:
Zinc-Based Die-Casting Alloy NIST 626–630 (“Zn95Al4Cu1”), Zinc–
Aluminum Alloy NIST (“Zn99.5Al0.5”), and Bronzes (“Cu87Sn11”). The
certified compositions for these series are listed in Tables 1 and 2. Lead
has a certified composition over a wide concentration range in the
standard reference materials chosen for this study. The lead atomic line
at 405.78 nm was selected since it is one of the most intense emission
lines and spectral interference was not observed.

3. Results and discussions

3.1. Single pulse mode (SP-LIBS)

Single pulse LIBS experiments were carried out by collecting the
spectral emission generated by 100 laser pulses using a 20 ms inte-
gration time. Each measurement was made on a fresh surface, and the
Sn Cr Mn Ni Si Zn

6 0.0012 0.0395 0.048 0.047 0.042 96.1355
1 0.0042 0.0038 0.014 0.0029 0.021 96.0078

0.0017 0.0087 0.0091 0.03 0.008 95.2686
5 0.012 0.0008 0.0017 0.0075 0.078 93.1100
8 0.004 0.0031 0.0106 0.0027 0.022 95.5915

99.3669
99.8885
99.7649
99.5132
99.3187



Table 2
Calibration curve parameters and limit of detection (L.O.D.) for the single pulse (SP-)
and double pulse (DP-) LIBS approaches of the series NIST1737–1741

SRM Cu Al P Fe Pb Sn Ni Si Zn

BCS551 87.4 0.052 1.01 0.2 0.8 8.92 0.76 0.018 0.74
BCS552 87.7 0.023 0.77 0.1 0.63 9.78 0.56 0.019 0.35
BCS553 87 0.017 0.68 0.056 0.47 10.8 0.44 0.022 0.49
BCS554 87.4 0.005 0.41 0.022 0.34 11.3 0.22 0.038 0.22
BCS555 87.1 b0.005 0.18 0.01 0.24 12.1 0.11 0.036 0.16
BCS556 86.4 b0.005 0.1 0.004 0.16 13.2 0.0014 b0.005 0.09

Table 3
Calibration curve parameters and limit of detection (L.O.D.) for the DP-LIBS approach of
the series NIST1737–1741 and NIST 626–630

Wavelength slope±sd r L.O.D (%) Mode RM's

1064 2047±736 0.9620 0.0912 SP 1737–1741
532 7654±566 0.9981 0.0135 SP 1737–1741
355 14193±734 0.9987 0.0110 SP 1737–1741
532‐532 34154±1306 0.9924 0.0027 DP 1737–1741
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average of the measurements was calculated. Due to the limited
bandwidth of the spectrometer, no other spectral lines were acquired
and therefore no internal standard was used.

Calibration curves for lead in the SP-LIBS configuration using laser
energy of 80 mJ and wavelengths 1064, 532 and 355 nm for the
standard series NIST 1737–1742 are shown in Fig. 2. The inset figure
shows the same data points plotted on a log–log scale. Significant
differences in the sensitivity and detection limits of the standard
series NIST 1737–1742 were obtained for the three laser wavelengths
investigated. The sensitivity obtained when using 355 nm was 2 and 7
times better than the sensitivity obtained for 532 and 1064 nm,
respectively. The same trend was obtained for the limit of detection,
Table 3. The amount of ablated mass and plasma properties is
influenced by the laser-beam parameters, and the sample properties.
Studies have shown that wavelength is one of the most critical
parameters affecting the nanosecond laser ablation behavior and
plasma formation. It was reported that mass ablation rate at UV
wavelength 266 nm is more than one order of magnitude higher
compared to the infrared wavelength 1064 nm [36,37]. Among the
reasons for this behavior is the fact that UV wavelengths offer higher
photon energies for bond breaking and ionization that infrared
wavelengths (i.e. 355 nm (3.49 eV), 532 nm (2.32 eV), and 1064 nm
(1.16 eV)), another suggested reason is that there is a stronger plasma
shielding at infrared wavelength, leaving less total laser energy
available to interact with the target [38].

Plasma shielding refers to the process in which part of the laser
beam is partially absorbed before it reaches the sample, the
absorption process could involve three mechanisms; electro-neutral
and electro-ion inverse Bremsstrahlung, and photo-ionization of
excited atoms. A description of these mechanisms and their influence
in laser ablation can be found in Bogaerts et al. [38]. Bogaerts et al.[38]
Fig. 2. Calibration curves in single pulse mode (SP) for standard reference series NIST
1737–1741.
predicted higher percentage of absorption by the induced plasma for
266 nm compared to 1064 nm in contradiction with other reports
[37,39]. They reported e-n IB to be the dominant absorption mech-
anism for 266 nm, while the dominant absorption mechanism for
1064 nm was found to be e-i IB. They concluded that at 1064 nm the
plasma absorption is much lower than a 266 nm and 532 nm at the
same irradiance, despite the fact the e-i IB absorption coefficient is
significantly higher. However, at 1064 nm there is much lower density
of electrons, ions and neutrals in the plasma because of the much
lower amount of evaporation. If Bogaerts et al.’s [38] prediction is
correct 355 nm should generate a plasma with higher temperature
compared to 532 nm and 1064 nm which will have an effect on
analytical sensitivity, since an increase in the plasma temperature is
accompanied by an increase in the number of excited species emitting
from the plasma. Therefore 355 nm should provide the highest
sensitivity, whereas 1064 nm should provide the lowest sensitivity for
single pulse LIBS.

From Table 3, sensitivity (calibration curve slope) for 1064 nm was
the lowest and that for 355 nm was the highest confirming the
prediction by Bogaerts et al [38]. Also as expected under these
assumptions the data obtained by using the wavelength 532 nm pro-
vided sensitivity in between the values for 1064 and 355 nm, 3.5 times
higher that 1064 nm and 2 times lower that 355 nm, which seems to
be due to a combination of absorption mechanisms also predicted in
Bogaerts et al.’s [38] study. This wavelength was selected as the first
pulse in the double pulse mode studies reported in the next section.

3.2. Double pulse mode

3.2.1. Optimization of inter-pulse separation time and energies
The optimal separation time between the two laser pulses was

found by plotting LIBS emission intensity enhancement versus the
delay time for the lead (Pb I) atomic line at 405.78 nm. Similar data
were measured for all wavelength combinations used in this study.
The lasers energies were fixed at 40 mJ (total laser energy: laser I+
Laser II=80 mJ). The sample was NIST 1741. At Δt=0, both lasers were
fired at the same time; the delay time then was varied from 0 to 10 µs.
The maximum enhancement of the atomic emission intensity was
measured between 5 to 10 µs with a maximum in 7.4 µs. These data
support previous studies on DP-LIBS using collinear configurations
[20,27].

3.2.2. Calibration curves
Calibration curves were produced for lead (405.78 nm) using the

two series of NIST standard reference materials. For these experiments,
different wavelengths were used for laser II (second pulse) while laser I
was kept at 532 nm. The combinations of wavelengths used were:
I:532 nm–II:1064 nm; I:532 nm–II:532 nm, and I:532 nm–II:355 nm.
Laser energy combinations of E1=40 mJ and E2=40 mJ, with delay time
between pulses of 7.4 µs. Similar to the SP-mode presented above, the
DP-mode emission intensity was obtained from a collection of 100
spectra, each one from a fresh surface to avoid effects of fractionation
due crater formation.

Fig. 3 shows two spectra which demonstrate the emission en-
hancement when comparing SP-LIBS (532 nm, 80 mJ) to DP-LIBS
(532 nm–532 nm, 40 mJ–40 mJ), using sample NIST 1741. Fig. 4 shows



Fig. 3. Sample NIST1741-single pulse 532 nm (80 mJ)-double pulse 532–532 nm (40 mJ each).
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that by using the double pulse (DP) mode, an increase in sensitivity,
and enhancement of the integrated emission intensity (~4 times)
were obtained compared to the SP configuration. The limit of detec-
tion showed an improvement of about five times compared to SP-
mode, Table 3.

Fig. 5 shows calibration curves produced by the double pulse mode
using the three combinations of laser wavelengths on the two series of
standard reference materials [a) NIST 626–630 and b) NIST 1737–
1741]. Higher sensitivity is evident, for the two series of NIST standard
reference materials, when using the wavelength combination
I:532 nm–II:1064 nm. In this case, and due to inter pulse delay time
used (7.4 µs) the sample surface after the first pulse has enough time
to reach the equilibrium with the environment. However, that
environment temperature is that of the SP-LIBS after the considered
Fig. 4. Lead (Pb) calibration curves series 1737–1741. (Inset shows a log–log plot of the
same data).
inter pulse delay close to the target and in this case still high enough to
considerably change the sample optical properties. And as was dis-
cussed above in the SP-LIBS case [40] since the plasma absorption is
more efficient for shorter wavelength, the 1064 nm laser radiation,
as second pulse, has a higher effective fluence on the sample sur-
face with respect of 532 and 355 nm, leading to a higher number of
ejected emitters. However, larger errors (poor reproducibility, mea-
sured as %RSD) are associated with the values measured from this
combination. The combination of wavelengths I:532 nm–II:355 nm
provides the lowest errors (%RSD) among the three wavelengths com-
binations, possibly due to more reproducible and controlled ablation
event by the second pulse. In Table 4, sensitivity and limit of detection
are presented for each combination of wavelengths and for each series
of NIST standard reference materials. In general, the limit of detection
improved one order of magnitude and sensitivity doubled compared to
the single pulse approach.

To evaluate the effect of the double pulse on matrix-match depen-
dency, both NIST standard reference materials were plotted together
to establish extended calibration curves. Fig. 6a, b and c show the cali-
bration curves for each combination of wavelengths, and the highlighted
region (zoom in) shows the differences between the slopes of the
calibration curves obtained for each NIST standard series individually. It
is evident from these plots that even samples that possess similar
matrices i.e. NIST 625–630 (“Zn95Al4Cu1”) and 1737–1741 (“Zn99.5Al0.5”)
cannot be combined in order to establish extended calibration curves
under these experimental conditions. However, a reduction of the
matrix dependence (based on the higher correlation coefficient of
the calibration curve using both series) was obtained by using the
combination of wavelengths: I:532 nm–II:355 nm (r=0.9904), Fig. 7. The
correlation coefficient decreased with the increase of the second pulse
wavelength: I:532 nm–II532 nm (r=0.9829), and I:532 nm–II1064 nm
(r=0.9716).

The matrix effect is referred as changes in analyte emission inten-
sity, both from changes in induced plasma parameters, and/or due to
changes in the laser-material interaction due to physical and chemical
properties of the sample. In this case, even though the standard ref-
erence materials used in this study posses similar matrices (the major



Fig. 5. Lead (Pb) calibration curves from each of the alloy standard series using double
pulse mode (signals are the average of 100 measurements).
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element in both series is zinc, NIST 625–630 (“Zn95Al4Cu1”) and 1737–
1741 (“Zn99.5Al0.5”)), these data demonstrate that small amounts of
other constituents, in particular minor elements such as aluminum
and copper, could affect plasma properties. These changes in plasma
properties could be beneficial or detrimental to the emission of a
particular element, as shown by Ismail et al [41], where different
detection limits and precision were reported for the same element in
different matrices.
Table 4
Certificated composition of the standards series BCS 551–556

Wavelength slope±sd r L.O.D (%) Mode RM's

532‐1064 43191±2245 0.9850 0.0019 DP 1737–1741
532‐1064 55270±15621 0.9881 0.0046 DP 626–630
532‐532 34154±1306 0.9924 0.0027 DP 1737–1741
532‐532 44096±4641 0.9781 0.0023 DP 626–630
532‐355 22335±1315 0.9952 0.0037 DP 1737–1741
532‐355 29372±4199 0.9917 0.0024 DP 626–630
532‐1064 42043±2177 0.9716 0.0018 DP 17xx–6xx
532‐532 34217±1235 0.9829 0.0014 DP 17xx–6xx
532‐355 22692±129 0.9904 0.0017 DP 17xx–6xx

Elemental composition (mass fraction, in %).

Fig. 6. Lead (Pb) calibration curves from each set of alloy standards (NIST 626–630 and
NIST 1737–1741) using double pulse mode (signals are the average of 100 measurements).



Fig. 7. Lead (Pb) calibration curves from two sets of alloy standards (NIST 626–630 and
NIST 1737–1741) using double pulse mode (signals are the average of 100 measurements).

Table 5
Calibration curve parameters and limit of detection (L.O.D.) for the DP-LIBS approach of
the series NIST17xx–6xxand BCS 551–556

Wavelength slope±sd r±sd L.O.D (%) Mode RM's

532–1064 25922±1265 0.9954±1.0 0.0589 DP 551–556
532–532 18699±1482 0.9979±0.4 0.2378 DP 551–556
532–355 11417±1355 0.9946±0.4 0.1609 DP 551–556
532–1064 42043±2177 0.9716±1.7 0.0018 DP 17xx–6xx
532–532 34217±1235 0.9829±1.8 0.0014 DP 17xx–6xx
532–355 22692±129 0.9904±0.9 0.0017 DP 17xx–6xx
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The presence of these elements (aluminum and/or copper) seems
to favor the emission of lead from series NIST 626–630 compared to
series NIST 1737–1741 based on the higher sensitivity of all the cali-
bration curves, Table 4.

Lead calibration curves were established from other metallic
standards with a different matrix (bronze), using the same experi-
mental conditions. Table 2, shows the bronze series standard refer-
ence materials from British Chemical Standards (BCS). Fig. 8 shows the
calibration curves produced after ablation with the three wavelength
combinations for the standard series BCS 551–556. Analogous
behavior to the zinc based samples in terms of the increase sensitivity
was observed when using the 1064 nm as a second pulse. However,
lower sensitivity compared to the zinc base standards also was mea-
sured, Table 5.

The major elements in these samples are copper and tin, which
may quench lead emission from the plasma. For example, samples
BCS 556 (0.16%) and NIST 1741 (0.1571%) contain similar lead con-
centrations. However, under the same experimental conditions, the
lead emission intensity was stronger from the sample NIST 1741; up
Fig. 8. Lead (Pb) calibration curves from the alloy standard series BCS 551–556, using
double pulse mode (signals are the average of 100 measurements).
to 3 times compared to the emission intensity from BCS 556. Ismail
et al [41] calculated that under the same experimental condition,
the higher the ionization potential of the major element of the alloy,
the higher is the plasma temperature. From this hypothesis, the
hotter plasma (and higher sensitivity) should be produced by the
series NIST 1737–1741 since its major element zinc (~99.5%) possess
an ionization potential of 9.39 V with negligible amounts of alumi-
num (~0.4%). Following by standard series NIST 626–630, also with
zinc as a major element (~95%) and aluminum (IP 5.99 V) as minor
constituent (4.3%), and BCS 551–556 series with copper (IP 7.73 V)
and tin (IP 7.34 V) as a major elements.

As predicted, BCS 511–566 provide calibration curves with the
poorest sensitivity, most likely due to the lowest plasma temperature.
Sensitivities for the other two series of standards shows otherwise, in
which NIST 626–630 presents the highest sensitivity even though zinc
concentration is lower compared to the concentration in NIST 1737–
1741. Even though the complexity of these samples does not allow us
to depict a definitive picture of these findings, it can be speculated that
the amount aluminum present in the standard series NIST 626–630
(4.3%, IP 5.99 V) plays a key role in favoring the lead signal intensity
emission under these experimental conditions.

As in Fig. 6, Fig. 9a, b and c show the calibration curves for each
combination of wavelengths for the series NIST 1737–1741, and BCS
551–556. The highlighted regions show the differences between the
slopes of the calibration curves obtained for each series. Also from
these plots, samples with different matrices cannot be combined
to establish extended calibration curves under these experimental
conditions. However, a reduction of the matrix effect (based on the
higher correlation coefficient of the calibration curve using the com-
bined standards) was obtained when using the combination of
wavelengths: I:532 nm–II:355 nm (r=0.9916) (Fig. 10). The correlation
coefficient as in Fig. 6 also decreased with the increase of the second
pulse wavelength: I:532 nm–II532 nm (r=0.9832), and I:532 nm–

II1064 nm (r=0.9824).
These data demonstrate that the matrix-matched requirement,

which is a well known limitation of nanosecond laser ablation, can
be partially reduced by using double pulse mode. Further improve-
ment of the calibration curve parameters may be possible by using an
internal standard to correct for experimental fluctuation.

4. Conclusion

Under the conditions of this study, lead (Pb) emission intensity
(atomic line 405.78 nm) was dependent on the sample matrix for
double pulse (DP)-laser induced breakdown spectroscopy (LIBS) in
collinear configuration. For all the conditions studied, the series of
standard samples NIST 626–630 (“Zn95Al4Cu1”) with concentration
of the major element zinc of about 95% and higher concentration of
minor elements such as aluminum and copper, produced calibration
curves with higher sensitivity than the calibration curves produced
from NIST 1737–1741 (“Zn99.5Al0.5”) in which zinc is almost 99.5% of
the sample in average, and the series BCS 551–556 (“Cu87Sn11”) with
copper and tin as major elements. These differences in sensitivities
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could be the product of different plasma temperatures caused by the
differing ionization potential of the major elements and contribution
from minor and trace elements.
Fig. 10. Lead (Pb) calibration curves from two sets of alloy standards (NIST 1737–1741 and
BCS 551–556) using double pulse mode (signals are the average of 100 measurements).

Fig. 9. Lead (Pb) calibration curves of each set of alloy standards (NIST 1737–1741 and
BCS 551–556) using double pulse mode (signals are the average of 100 measurements).
Improvements in sensitivity of double and limit of detection of one
order of magnitude are achieved when using the double pulse
approach for all the wavelength combinations, compared to the single
pulse approach. The wavelength combination I:532 nm=II:1064 nm
provides the best sensitivity but the worst reproducibility; while the
combination I:532 nm=II:355 nm provides the best reproducibility
and the lowest sensitivity of the double pulse approach, but still twice
better sensitivity than the single pulse approach. Also, a reduction of
the matrix-matched requirement based on the higher correlation
coefficient (r) of the calibration curves built using all the standards is
reported when the combination of wavelengths I:532 nm–II355 nm
was used. The lowest limit of detection of 0.0017% is reported by using
two of the series of standards reference materials together and the
combination of wavelengths I:532 nm–II355 nm.
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